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A personal story



achieving more together

Crowdsourcing is a 
technology for amplifying 
human effort
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narrow vs. open-ended goals
These teams were restricted in what they can achieve 

Interface iteration, not product design 

Rapid prototypes, not software engineering 

Animating a prompt, not film or game production 

Could we achieve open-ended, complex goals such as 
product design, software development, and  
game production? 



No. We couldn’t create a process structured 
enough for computation to help, without 
over-constraining it.



infrastructure: 
crowd algorithms
Crowdsourcing’s infrastructure is 
based on algorithmic primitives 

Modularize and pre-define all actions 

This abstraction allows computation to 
decide which behaviors are taken, when, 
and by whom; optimize, error-check, 
combine submissions, and more

[Kittur et al. 2011]

[Dai et al. 2010]

[Little et al. 2010]



the limits of algorithms
Open-ended and complex goals are fundamentally 
incompatible with a requirement to pre-define all behaviors  
[Van de Ven, Delbecq, and Koenig 1976; Rittel and Weber 1973; Schön 1984]

This infrastructure confines crowdsourcing to goals so 
predictable that they can be entirely pre-defined



open source and  
open innovation suffer too

[Boudreau, Lacetera, and Lakhani 2011]

“Peer production is 
limited not by the total 
cost or complexity of a 
project, but by its 
modularity, the 
granularity of its 
components, and the 
cost of integration.”
[Benkler 2002]



the challenge

The very thing that gives crowdsourcing systems their 
leverage is also preventing them from achieving complex 
and open-ended outcomes



An alternative approach: 
crowds structured not like 
algorithms, but like 
organizations



Enable crowd collectives to 
achieve complex and open-
ended goals 

Recruit effective 
collaborators despite 
unpredictable availability 

Crowdsource research itself, 
providing global access to 
upward mobility

1)

2)

3)



Valentine, Retelny, To, Rahmati, Doshi, 
Bernstein. CHI 2017.

Flash 
organizations



Flash organizations carry out 
open-ended, complex goals 
that were previously out of 
reach for crowdsourcing: 
product design, software 
development, and game 
production.



foundry
Web platform that supports authoring, reconfiguring, and 
running flash organizations



challenges
Organizations assume asset specificity: people 
developing effective collaboration patterns over time 
[Williamson 1976] 

…but on-demand crowds do not offer asset specificity 

1)



challenges
Organizations assume asset specificity: people 
developing effective collaboration patterns over time 
[Williamson 1976] 

…but on-demand crowds do not offer asset specificity 

Organizational structures require constant 
reconfiguration so that the organization can adapt as 
it proceeds 

…but algorithmic models have not allowed for open-ended 
reconfiguration

1)

2)



approach: role structures
Inspired by film crews and disaster response teams 
[Bigley 2001; Bechky 2006; Klein et. al 2006; Valentine & Edmondson 2015] 

Role structures enable interaction based on knowledge of 
roles rather than asset-specific knowledge of each other



computational organizational 
structures
Roles: parametrize 
required expertise 

Teams: groups of 
workers with shared 
goal 

Hierarchy: nested 
roles that determine 
decision rights

crowd



foundry role structures
Map each role onto a skill 
in the Upwork labor 
market 

Nest roles into teams to 
indicate hierarchy 



role-based hiring+onboarding
HI

RE
O

NB
O

AR
D

AD
D 

TA
SK

On-demand hiring from the labor market

Automated, role-specific onboarding



approach: reconfiguration
To enable reconfiguration of the organizational structures: 
branching and merging inspired by version control



version control in foundry
Any member can 
branch, edit, and issue 
pull requests against 
any organizational 
structure: roles, 
teams, hierarchy, 
tasks

Pull requests are reviewed up the hierarchy and merged 
through a three-way diff

Diff view for reviewing



computational affordances
Asset specificity 

Adaptation

1)

2)

Hierarchical role structures 

Rapid hiring and onboarding

Reconfigurable tasks, teams, 
and hierarchy: top-down 
and bottom-up 

Branch+merge version control-
style reconfiguration



evaluation
Field study: recruit outside leaders to pursue open-ended 
goals that have remained out of reach for crowdsourcing

EMS Report True Story Workshop Portal

Leader Medical resident Storytelling podcast 
kickstarter team

Tech lab employee 
of a large company

Open-
ended goal

Develop prototype 
application for EMTs 
to transmit patient 
information en route 
to hospital

Design and 
manufacture a 
storytelling card game 
with accompanying 
mobile application

Develop a workshop 
planning portal 
consistent with 
enterprise standards 
and branding



End users spun up and led 
entire organizations in six 
weeks, convening new 
workers on-demand within 
fourteen minutes on average.



2 mobile applications, 3 full-stack web 
applications in 52,000 lines of code, 2 
illustrated card decks 

639 tasks, 3261 person-hours of work 
across 35–46 days from engineers, 
designers, testers, poets, and others 

Passed quality review by neutral experts
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ems trauma report

top-down 
reconfiguration



ems trauma report

top-down 
reconfiguration
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ems trauma report

bottom-up 
reconfiguration
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true story game

crushing 
Subtle looks, pounding pulse 
However long the hover lasts 
Between friend zone and fun zone



true story game

Android companion app spun up in the final week



enterprise workshop portal



role hires in <14 minutes

EMS 
Report

True 
Story

Enterprise 
Portal

All 
Projects

Median time 
(mm:ss)

13:40 12:40 15:13 13:40

20 manual hires in a median 889 minutes (~15 hours)



reconfigured org structures

EMS 
Report

True 
Story

Enterprise 
Portal

All 
Projects

# of pull 
requests

335 113 118 566

Mean pull 
requests  
per day

7.3 2.8 3.4 4.5



chief poetry officer
reconfigured roles



accretion and rotation

While organizations 
could conceivably 
hire anew for each 
role, in practice they 
also accreted 
members and rotated 
those members into 
new roles

reconfigured roles



reflections
When computation is a mediating layer for work, we can 
design it to help guide and support peoples’ goals 

Current and future contributions: 

Use data, theory, and experimentation to encourage more effective 
organizational practices 

Change the transaction costs core to the Theory of the Firm 

Extract crowdsourcing from the microtasking swamp 



Enable crowd collectives to 
achieve complex and open-
ended goals 

Recruit effective 
collaborators despite 
unpredictable availability 

Crowdsource research itself, 
providing global access to 
upward mobility

1)

2)

3)



Salehi, Valentine, Bernstein. CSCW 2017.

Huddler



flash organizations sacrifice 
familiarity to gain speed
Revisiting asset specificity… 

Team-based coordination requires that team members 
become familiar with each other by working together over 
time [Huckman, Staats, and Upton 2009; Reagans, Argote, and Brooks 2005]



familiar teams perform better
Teams from AMT authored 
creative ads for Kickstarter 
projects 

Manipulation: Team 
membership was random 
in each round, or kept 
familiar by maintaining the 
team across rounds  

Measure: AdWords CTR
By Task 5, familiar teams had twice the 
CTR of random teams: t(31)=3.37, p<.01, 
d=1.2
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crowdsourcing is at odds with 
familiarity
On-demand crowdsourcing would seem to make building 
familiarity infeasible 

Goal: a system that enables assembly of familiar crowd 
teams, even under unpredictable availability and strict time 
constraints



huddler



Given a time constraint t and a current set of team 
members, find a schedule of people p1…n to invite and wait 
times t1…n to wait for each person to respond 

Maximize the expected familiarity of the resulting team, 
given invitees’ probability of being available

maximize

pi,ti, i=1,...,n

nX

i=1

"
availability(pi, ti) ·

X

pm2team

familiarity(pi, pm)

#

subject to

nX

i=1

ti  t



Planning who to ask and how long to wait before moving on 
is a combinatorial problem with an exponential number of 
alternatives 

Dynamic program: recursively compute sub-solutions

nX

i=1

"
availability(pi, ti) ·

X

pm2team

familiarity(pi, pm)

#

= E([p1, . . . , pn] , t)

= max

0t1t
E([p2, . . . , pn] , t� t1) + E(p1, t1)



evaluation
N=280 teams assembled from 
Amazon Mechanical Turk over 
two weeks to perform 
Kickstarter advertisement 
design tasks, randomized 
across condition 

Measured: pairwise tasks 
between team members, 
minutes to form team

Control Availability 
only

Familiarity 
only

Huddler



results
Huddler convened highly familiar teams nearly as quickly as 
when only trying to optimize for speed
Pairwise tasks between members at end of study

0

20

40

60

80

Control Availability Familiarity Huddler

Minutes to form teams

0

23

45

68

90

Control Availability Familiarity Huddler

Two-way ANOVA: significant main effects (p<.01),  
no significant interaction

Two-way ANOVA: significant main effects (p<.01),  
significant interaction (p<.01)



reflections
Crowdsourcing does not need to give up the social fabric of 
teamwork in order to achieve rapid, responsive efforts 

Current and future contributions: 

Adapting Huddler’s value function to span other goals: personality 
balancing, diverse expertise, predicted performance, satisfaction… 

Countering Huddler’s risk aversion from availability — the system 
exploits early teams rather than build a deeper network



Enable crowd collectives to 
achieve complex and open-
ended goals 

Recruit effective 
collaborators despite 
unpredictable availability 

Crowdsource research itself, 
providing global access to 
upward mobility

1)

2)

3)



Vaish, Gaikwad, Veit, Krishna, Ibarra, Simoiu, 
Wilber, Belongie, Davis, Goel, Bernstein. 
Ongoing.

Crowd research



research: the domain of the 
privileged few
Those able to attend 
prestigious universities 
can access research 
experiences that support 
open-ended inquiry and 
launch careers 

…but the vast majority of 
people cannot Top 50 global universities, US News 2017

A research ecosystem that 
under-represents minorities 
and developing regions, and 
a literature that overlooks 
their perspectives



crowd research
A crowdsourcing technique 
enabling a global crowd to work 
together on an open-ended 
research project 

Participants collaborate as one 
large team to brainstorm, execute 
and publish the project under the 
leadership of a PI



goals
Give access to training and research experiences that can 
enable upward career and educational mobility 

Convene hundreds or thousands of people on a single 
ambitious project



we are not equipped for large-
scale open-ended research
Research is not a linear path from 
idea to result: it is an iterative 
process of exploration 
[Gowers 2000] 

In contrast, citizen science efforts 
today focus on pre-defined goals 
in order to structure the crowd’s 
contributions

[Gowers and Tao; Cranshaw and 
Kittur 2011]

[Cooper et al. 2010]



problems
Coordination: 
How do we prevent the project from moving in 1,000 
directions at once, across easily 6,000 messages per week? 

Credit: 
How can we provide proof that participants made 
substantial contributions to the project, when no one 
central authority can assert this?



crowd research
Iterative crowdsourcing technique:  
Weekly cycle of open contribution, synchronous 
collaboration, and peer assessment 

Decentralized credit: 
Participants allocate finite credits to each other, enabling a 
graph centrality algorithm to determine credit and author 
order



crowdsourcing process

open call group meeting milestone deadline

peer assessment



12-85 weeks 
500,000 Slack messages 

190,000 minutes of video meetings



task planning
milestones



engineering
milestones



prototyping
milestones



data analysis
milestones



writing
milestones



peer assessment
milestones



brainstorming and writing
Andrew Ng, Stanford and Baidu Research



Peter Norvig, Google



Anant Agarwal, MIT and EdX



decentralized credit:  
turn it into a graph problem
Each participants allocates 100 
credit points to other 
participants based on their 
assessment of who impacted 
the project 

Resulted: weighted directed 
graph
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1



graph centrality: pagerank
Intuition: identify nodes that are 
receiving large amounts of credit, 
weigh those nodes’ allocations 
heavily, and iterate until 
convergence 

Propagate each node’s score in 
proportion to its outgoing wedge 
weights

15

5
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strategic behavior
Speaking different languages or otherwise interacting with 
only a small part of the crowd: link ring 

Strategically directing credit toward those who will return 
credit to you: such attacks occur in 360-degree reviews 

Formulations of centrality algorithms such as PageRank can 
correct for most of these attacks



1500 participants from six continents 

2% high school, 73% undergrad, 22% master’s, 3% PhD



recruitment: providing access
Matching names to DBLP: 90% with no prior research 
experience  

Matching affiliations to Times Higher Education Global 
Rankings: 75% come from universities ranked below 500

Participants have gone on to programs at Stanford, 
UC Berkeley, and Carnegie Mellon University, and 
MIT



large-scale projects
Design and develop a new paid 
crowdsourcing platform 

Michael Bernstein, Stanford, HCI 

Run hundreds of parallel experiments 

Sharad Goel, Stanford, Data Science 

Create new hybrid human-computer 
vision algorithms 

James Davis, UCSC, and Serge Belongie, 
Cornell Tech, Computer Vision



Boomerang: Rebounding the Consequences
of Reputation Feedback on Crowdsourcing Platforms
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ABSTRACT
Paid crowdsourcing platforms suffer from low-quality work
and unfair rejections, but paradoxically, most workers and
requesters have high reputation scores. These inflated scores,
which make high-quality work and workers difficult to find,
stem from social pressure to avoid giving negative feedback.
We introduce Boomerang, a reputation system for crowdsourc-
ing platforms that elicits more accurate feedback by rebound-
ing the consequences of feedback directly back onto the person
who gave it. With Boomerang, requesters find that their highly-
rated workers gain earliest access to their future tasks, and
workers find tasks from their highly-rated requesters at the top
of their task feed. Field experiments verify that Boomerang
causes both workers and requesters to provide feedback that is
more closely aligned with their private opinions. Inspired by a
game-theoretic notion of incentive-compatibility, Boomerang
opens opportunities for interaction design to incentivize honest
reporting over strategic dishonesty.

Author Keywords
crowdsourcing platforms; human computation

ACM Classification Keywords
H.5.3. Group and Organization Interfaces

INTRODUCTION
Today’s crowdsourcing platforms are markets for lemons [4,
22]. On crowdsourcing platforms such as Amazon Mechanical
Turk and Upwork, both workers and requesters face signif-
icant uncertainty: workers struggle to predict whether a re-
quester will pay for their work [33, 24], and requesters worry
whether workers will produce high-quality results [29, 34].
To reduce this uncertainty, crowdsourcing platforms rely on
reputation systems such as task acceptance rates for work-
ers and star ratings for requesters [24]. However, reputation
Paste the appropriate copyright statement here. ACM now supports three different
copyright statements:
• ACM copyright: ACM holds the copyright on the work. This is the historical ap-
proach.
• License: The author(s) retain copyright, but ACM receives an exclusive publication
license.
• Open Access: The author(s) wish to pay for the work to be open access. The addi-
tional fee must be paid to ACM.
This text field is large enough to hold the appropriate release statement assuming it is
single spaced.
Every submission will be assigned their own unique DOI string to be included here.

Figure 1. Boomerang is a reputation system that rebounds the con-

sequences of ratings back onto the people who gave them. With

Boomerang, requesters’ ratings determine which workers get early ac-

cess to their tasks, and workers’ ratings determine the ranking of their

task feed. Boomerang produces an incentive to rate accurately: falsely

inflating a ranking will lead to a poorer experience.

systems are unable to address this uncertainty: for example,
workers’ acceptance rates on Mechanical Turk are often above
97%, regardless of the quality of their work [35]. The result
is a downward spiral [4]: requesters offer lower wages to
offset their risk of low-quality results, and workers respond
to lower payment with lower quality work [22, 7, 48]. Ulti-
mately, ineffective reputation systems lead to dissatisfaction,
lost productivity, and abandonment.

Reliable reputation information does exist—workers and re-
questers form detailed opinions about each other as they
interact—but this information is difficult to elicit accurately.
The core challenge is reputation inflation: significant social
costs to providing negative feedback cause people to “gener-
ously round up” their feedback scores, even if they hope to
never work with that partner again [21, 23, 48]. Incentives are
misaligned: for example, by the time a worker realizes that a re-
quester is low-quality, the worker is already mid-way through
the task and has little reason to report the issue accurately.

UIST 2016



Crowd Guilds: Worker-led Reputation and Feedback
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ABSTRACT
Crowd workers are distributed and decentralized. While de-
centralization is designed to utilize independent judgment to
promote high-quality results, it paradoxically undercuts be-
haviors and institutions that are critical to high-quality work.
Reputation is one central example: crowdsourcing systems
depend on reputation scores from decentralized workers and
requesters, but these scores are notoriously inflated and unin-
formative. In this paper, we draw inspiration from historical
worker guilds (e.g., in the silk trade) to design and implement
crowd guilds: centralized groups of crowd workers who col-
lectively certify each other’s quality through double-blind peer
assessment. A two-week field experiment compared crowd
guilds to a traditional decentralized crowd work model. Crowd
guilds produced reputation signals more strongly correlated
with ground-truth worker quality than signals available on
current crowd working platforms, and more accurate than in
the traditional model.

Author Keywords
crowdsourcing platforms; human computation

ACM Classification Keywords
H.5.3. Group and Organization Interfaces

INTRODUCTION
Crowdsourcing platforms such as Amazon Mechanical Turk
decentralize their workforce, designing for distributed, inde-
pendent work [16, 42]. Decentralization aims to encourage
accuracy through independent judgement [59]. However, by
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from Permissions@acm.org.
CSCW ’17, February 25-March 01, 2017, Portland, OR, USA
Copyright is held by the owner/author(s). Publication rights licensed to ACM.
ACM 978-1-4503-4335-0/17/03...$15.00
DOI: http://dx.doi.org/10.1145/2998181.2998234

Figure 1. Crowd guilds provide reputation signals through double blind
peer-review. The reviews determine workers’ levels.

making communication and coordination more difficult, de-
centralization disempowers workers and forces worker collec-
tives off-platform [41, 64, 16]. The result is disenfranchise-
ment [22, 55] and an unfavorable workplace environment [41,
42]. Worse, while decentralization is motivated by a desire
for high-quality work, it paradoxically undercuts behaviors
and institutions that are critical to high-quality work. In many
traditional organizations, for example, centralized worker coor-
dination is a keystone to behaviors that improve work quality,
including skill development [2], knowledge management [35],
and performance ratings [58].

In this paper, we focus on reputation as an exemplar challenge
that arises from worker decentralization: effective reputation
signals are traditionally reliant on centralized mechanisms
such as performance reviews [58, 23]. Crowdsourcing plat-
forms rely heavily on their reputation systems, such as task
acceptance rates, to help requesters identify high-quality work-
ers [22, 43]. On Mechanical Turk, as on other on-demand
platforms such as Upwork and Uber, these reputation scores
are derived from decentralized feedback from independent
requesters. However, the resulting reputation scores are no-

CSCW 2017



Daemo: a Self-Governed Crowdsourcing Marketplace
Stanford Crowd Research Collective ⇤

Stanford HCI Group daemo@cs.stanford.edu

ABSTRACT
Crowdsourcing marketplaces provide opportunities for au-
tonomous and collaborative professional work as well as so-
cial engagement. However, in these marketplaces, workers
feel disrespected due to unreasonable rejections and low pay-
ments, whereas requesters do not trust the results they re-
ceive. The lack of trust and uneven distribution of power
among workers and requesters have raised serious concerns
about sustainability of these marketplaces. To address the
challenges of trust and power, this paper introduces Daemo, a
self-governed crowdsourcing marketplace. We propose a pro-
totype task to improve the work quality and open-governance
model to achieve equitable representation. We envisage
Daemo will enable workers to build sustainable careers and
provide requesters with timely, quality labor for their busi-
nesses.

Author Keywords
crowdsourcing; crowd research; crowd work.

ACM Classification Keywords
H.5.3. Group and Organization Interfaces: Computer-
supported cooperative work

INTRODUCTION
Paid crowdsourcing marketplaces such as Mechanical Turk
and Upwork have created opportunities for workers to sup-
plement their income and enhance their skills, while allowing
requesters to get their work completed efficiently. These mar-
ketplaces have attracted many participants globally; however,
they have repeatedly failed to ensure high-quality results, fair
wages, respect for workers, and convenience in authoring ef-
fective tasks [1].
⇤ This project was created via a world-wide, crowdsourced research
process initiated at Stanford University: S. Gaikwad, D. Morina, R.
Nistala, M. Agarwal, A. Cossette, R. Bhanu, S. Savage, V. Narwal,
K. Rajpal, J. Regino, A. Mithal, A. Ginzberg, A. Nath, K. R. Zi-
ulkoski, T. Cossette, D. Gamage, A. Richmond-Fuller, R. Suzuki, J.
Herrejon, K. V. Le, C. Flores-Saviaga, H. Thilakarathne, K. Gupta,
W. Dai, A. Sastry, S. Goyal, T. Rajapakshe, N. Abolhassani, A.
Xie, A. Reyes, S. Ingle, V. Jaramillo, M.D. Godinez, W. Angel, M.
Godinez, C. Toxtli, J. Flores, A. Gupta, V. Sethia, D. Padilla, K. Mil-
land, K. Setyadi, N. Wajirasena, M. Batagoda, R. Cruz, J. Damon, D.
Nekkanti, T. Sarma, M.H. Saleh, G. Gongora-Svartzman, S. Bateni,
G. Toledo-Barrera, A. Pena, R. Compton, D. Aariff, L. Palacios, M.
P. Ritter, Nisha K.K., A. Kay, J. Uhrmeister, S. Nistala, M. Esfahani,
E. Bakiu, C. Diemert, L. Matsumoto, M. Singh, V. Jaramillo-Lopez,
K. Patel, R. Krishna, G. Kovacs, R. Vaish, M. Bernstein
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Figure 1. Task creation workflow for a requester: prototype task cre-

ation, initial submissions review, and hiring high quality workers for

future milestones. [https://daemo.stanford.edu]. Icon courtesy Font

Awesome by Dave Gandy - http://fontawesome.io

From our interviews with requesters, it has become clear that
they struggle to trust their workers. They will rerun tasks,
discard gathered data, and add increasingly complex worker
filters. On the other hand, workers do not trust requesters
to follow through with pay and fair treatment. In response,
workers often withhold their full effort unless they have an
experience with the requester.

Moreover, existing marketplaces suffer from uneven distribu-
tions of power [4]. For example, requesters have the power
to deny payments for finished tasks and workers have inade-
quate means to contest this. Operational governance and rules
have been secondary considerations on markets thus far, fit-
ted to support the focus on the commoditizing of work. This
resulted in an asymmetrical relationship between workers, re-
questers, and the marketplace on fronts such as parity of in-
formation access, wage negotiation, and reputation. A com-
mon complaint [3]: “We can be rejected yet the requesters
still have our articles and sentences. Not Fair.”

We present Daemo, a crowd-built, self-governed crowdsourc-
ing marketplace. To increase trust, we introduce the idea of
prototype tasks, where each new task must first launch in an
intermediate feedback mode where workers can comment on
the task, requesters can review the submissions and qualify a
subset of workers to continue. During this phase, workers and
requesters work together to refine the task description and re-
duce errors. Daemo also adopts a representative democratic
governance model to elect a leadership board. Engaging all
vested parties in the governance of the marketplace gives an
opportunity to create genuine worker-requester relationships
and redefine the future of work.

RELATED WORK
Feedback, wages, task decomposition, and quality control are
some of the fundamental elements of a successful crowd-
sourcing marketplace [1]. Requesters often rely on “gold
standard” tasks, i.e., questions with known answers, to evalu-
ate the performance and quality of submissions [2]. However,
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Abstract
When crowdsourcing systems are used in combination with
machine inference systems in the real world, they benefit
the most when the machine system is deeply integrated with
the crowd workers. However, if researchers wish to integrate
the crowd with “off-the-shelf” machine classifiers, this deep
integration is not always possible. This work explores two
strategies to increase accuracy and decrease cost under this
setting. First, we show that reordering tasks presented to the
human can create a significant accuracy improvement. Further,
we show that greedily choosing parameters to maximize ma-

chine accuracy is sub-optimal, and joint optimization of the
combined system improves performance.

Introduction
When crowdsourcing systems are deployed in the real world,
the goal is often to maximize accuracy at a fixed price point or
to minimize cost at a certain accuracy requirement. The best
way to do this is by tightly integrating the machine and crowd
worker within the overall end-to-end pipeline. For instance,
the machine computation might use worker annotations as
a prior to influence its results, or tasks for workers might
be chosen and ordered adaptively using a Markov Decision
Process (Russakovsky, Li, and Fei-Fei 2015).

However, this tight integration is not always possible.
Many real systems only provide outputs and cannot be heav-
ily modified. In these cases, the use of crowd workers is often
restricted to a post-process that attempts to correct errors
in the machine computation. In this scenerio, what kinds of
strategies can maximize accuracy while minimizing costs?

To explore this question, we choose a representative task
within the domain of computer vision: localizing objects in
a large dataset. The goal is to detect all instances of certain
objects of interest in the dataset. Machine systems can take
images as input and automatically generate bounding boxes
around objects of interest. Internal to the machine algorithm,
to classify a potential detection as an object of interest or
not, the algorithm employs a detection threshold such that
only detections with confidence scores above the threshold

⇤This project was created via a world-wide, crowdsourced re-
search process initiated by UC Santa Cruz, Stanford University, and
Cornell Tech.
Copyright c� 2015, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Figure 1: Consider a simple localization task where crowd workers
refine the output of a machine classifier. At a threshold of 0.5, base-
line accuracy starts at 0.80 (gray dotted line). If we show random
tasks to human workers, accuracy improves (green), but if we order
tasks by increasing machine confidence (purple), we can reduce the
time requirement dramatically at a given target accuracy.

are returned. Finding many correct objects implies also de-
tecting many false positives. Because the detection threshold
determines this tradeoff, it is often treated as the primary tun-
able parameter of machine vision algorithms. The returned
detections are then given to human workers, who we employ
to remove false detections. For our experiments, we adopt
the classic UIUC-Cars dataset (Agarwal, Awan, and Roth
2004). As detector, we use Support Vector Machines trained
on Histograms of Ordered Gradients as a representative “out-
of-the-box” machine vision system.

Our objective is to maximize the overall accuracy of the
machine-crowd pipeline on the dataset given a certain time
budget. We vary the time budget by presenting the humans
with only a fraction of all detections. If humans look at a
large fraction of detections the accuracy improvement will be
large, however the average time cost per image in the dataset
will also be large. If humans look at only a few images,
the average accuracy of the entire dataset will show little
improvement, but the time cost will be low. We plot the
tradeoff between cost and accuracy as a curve.

The primary contribution of this work is a description and
analysis of two strategies for improving the cost-accuracy
curve. In Task Ordering we consider the impact of using
the machine vision algorithm’s confidence score as a way to
order human tasks. In Joint Optimization we consider how
changing the machine threshold parameter impacts results.
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ABSTRACT
In a variety of problem domains, it has been observed that the
aggregate opinions of groups are often more accurate than
those of the constituent individuals, a phenomenon that has
been termed the “wisdom of the crowd.” Yet, perhaps sur-
prisingly, there is still little consensus on how generally the
phenomenon holds, how best to aggregate crowd judgements,
and how social influence affects estimates. We investigate
these questions by taking a meta wisdom of crowds approach.
With a distributed team of over 100 student researchers across
17 institutions in the United States and India, we develop a
large-scale online experiment to systematically study the wis-
dom of crowds effect for 1,000 different tasks in 50 subject
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domains. These tasks involve various types of knowledge
(e.g., explicit knowledge, tacit knowledge, and prediction),
question formats (e.g., multiple choice and point estimation),
and inputs (e.g., text, audio, and video). To examine the ef-
fect of social influence, participants are randomly assigned
to one of three different experiment conditions in which they
see varying degrees of information on the responses of oth-
ers. In this ongoing project, we are now preparing to recruit
participants via Amazon’s Mechanical Turk.

Author Keywords
Crowdsourcing; online experiment; crowd consensus.

ACM Classification Keywords
H.5.m. Economics: Experimentation Design

INTRODUCTION
At a 1906 county fair, the statistician Francis Galton watched
as eight hundred people competed to guess the weight of
an ox. He famously observed that the median of the
guesses, 1,207 pounds, was, remarkably, within 1% of the
true weight [1].

Simple aggregation—as in the case of Galton’s ox compe-
tition, or voting in democratic elections—has been shown
to be a surprisingly powerful technique for prediction, in-
ference, and decision-making. Over the last century, there
have been dozens of studies that examine this wisdom of
crowds effect. For example, crowd judgements have been
used to identify phishing websites [6], answer general knowl-
edge questions [5], and forecast weather-related events [3].
In these applications, a wide variety of aggregation methods
have been considered, ranging from standard measures, such
as the mean and median, to more specialized, domain-specific
techniques, such as those based on cognitive models of deci-
sion making [4]. However, given the diversity of experimen-
tal designs, subject pools, and analytic methods employed,
it has proven difficult to compare studies and extract general
principles. It is thus unclear whether these documented exam-
ples are a representative collection of a much larger space of
tasks that exhibit a wisdom of crowds phenomenon, or con-
versely, whether they are highly specific instances of an inter-
esting, though ultimately limited occurrence.
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the crowd 
led ideation
results

Thematic 
coding of 
milestone 
submissions 
across weeks



the crowd invested time
results



the crowd led writing
results

Count of 
number of edits 
to shared 
document 

Crowd:  
80% 

Principal 
investigator: 
20%



analyzing pagerank’s effect
What impact did PageRank have on credit distribution? 

Method: normalize raw summed credit scores, and 
PageRank-adjusted scores, to sum to 1.0 

Regress both raw score and PageRank score on observable 
collaboration behaviors, and compare β estimates across 
the regressions



less talking, more doing
Participation Measure PageRank: βPR Raw Votes: βraw βPR-βraw

# Hangouts 0.0694*** 0.0438* 0.0256

# Files Uploaded 0.0352** 0.0293* 0.0059

# GitHub commits 0.0171 -0.024* 0.0411***

# Slack messages 0.0351* 0.1122*** -0.0770***

# self-organized meetings 0.0239* 0.0115 0.0123

Milestone leader (binary) 0.0360*** 0.0059 0.0300**

Weeks active 0.0252* 0.0141 0.011

All variables standardized



effects on author order
pagerank

Raw vote 
ranking 

#2 and #4 
have a 
high rank 
due to link 
ring



effects on author order
pagerank

PageRank-
corrected 
author 
order 

Influential 
coauthors 
reduced 
impact of 
link ring



reflections
Computation and crowdsourcing can scale not just the 
teaching of new skills and the execution of research, but the 
experience of research and upward career mobility as well 

Current and future contributions: 

Decentralized evaluation could help even traditional groups escape 
the tyranny of top-down review 

Projects that not only reach more people, but operate at a larger 
technical scale than traditional CS research



Rather than structuring crowds like algorithms, 
let’s structure them like organizations. 

Organizations were originally designed with 
inspiration by mechanical systems. What might 
a computational infrastructure offer them?



In A Flash:  
Crowdsourcing Organizations, 
Collaboration, and Research
Thanks to… 

Amazing students: Daniela Retelny, Niloufar Salehi, Rajan Vaish 

Amazing colleagues: Melissa Valentine, Sharad Goel, James Davis 

Amazing supporters: NSF, Sloan, Accenture, Microsoft, Toyota, Stanford Cyber Initiative, ONR, HPDTRP 

Amazing questions


